A Novel Human Detection Algorithm Based on Foreground Segmentation
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Abstract

In computer vision applications, human detection occupies an important position. HOG (Histograms of Oriented Gradient) is a classical algorithm which was used in the area of object detection. But the complex background would greatly affect the test accuracy when taking HOG as a human characteristic for human detection. In order to improve the accuracy of human detection, this paper applied a new algorithm which was based on foreground segmentation. We could get each closed region by Oriented Watershed Transform and Ultrametric Contour Map, then the foreground and the background could be distinguished. Finally we removed the background and calculated the foreground characteristic. The experimental results show that this approach was effective in improving detection accuracy.
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1 Introduction

In recent years, pedestrian detection and location are the topical issues in the field of computer vision and image processing, and is applied to many other fields. Pedestrian detection, location’s accuracy and speed directly affect the follow-up work, so the detection and location technology have a great deal of attention. The detected images always have noise because of weather, light and in particular the effects of complex environmental background, which creates a lot of difficulties in Pedestrian detection and location.

At present, human detection is usually based on statistical classification methods [10-11]. Human detection is seen as a problem of classification of humans and non-humans, and its step is extracting the body characteristics and pattern recognition classification [1]. Existing feature
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extraction methods such as the wavelet feature, SIFT [2], Shape Context [3], PCA [4] and so on, makes some calculations on the dense, unified space unit, and in order to improve performance, there is need to standardize the contrast of pixel in overlapping location. Dalai [5] and others proposed the HOG (Histograms of Oriented Gradient, HOG), which was used in target detection for pedestrians earlier. It is a better method in the field of pedestrian detection. It doesn’t consider characteristics from the overall image. The gradient and edge direction histogram of each pixel are calculated on a gradient according to the images. We then obtained some gradient vectors. This method has a better robustness for changes in the morphology of the human body. Due to the interference of complex image background, the accuracy of detection and location will be influenced.

In this paper, we use the foreground segmentation method to reduce the impact of complex background on final detection results during pedestrian detection process.

2 HOG Feature Extraction and SVM Classification

When pedestrian is detected, the characteristics of the human body needs to be extracted, which is a prerequisite for classification and pedestrian detection. The basic steps of traditional HOG feature extraction are as follows.

2.1 Enter Image

Enter the image which will be processed, then we calculate the grayscale value of each pixel. Gradient calculation formula is as follows:

\[ d_x(x, y) = f(x + 1, y) - f(x - 1, y) \]  
\[ d_y(x, y) = f(x, y + 1) - f(x, y - 1) \]

where \( f(x, y) \) is the grayscale values of each pixel, \( d_x(x, y) \) is derivative of the pixel \((x, y)\) in the direction of \(x\), \( d_y(x, y) \) is derivative of the pixel \((x, y)\) in the direction of \(y\).

\[ G(x, y) = \sqrt{d_x(x, y)^2 + d_y(x, y)^2} \]

\[ \theta(x, y) = \tan^{-1}(d_y(x, y)/d_x(x, y)) \]

where \( G(x, y) \) is Gradient amplitudes on the pixel \((x, y)\), \( \theta(x, y) \) is Gradient direction on the pixel \((x, y)\).

2.2 Generating Eigenvectors

After we obtain the gradient amplitudes and gradient direction of each pixel, we build a block by 16×16 pixels. For each block, there are four 8×8 cells, and for each cell, there are nine bins. We divide \(2\pi\) into 9 parts. Then we vote in the interval of \(2\pi/9\) by the gradient direction of each pixel, and assume the gradient amplitudes as weight. So there are 36 dimension eigenvectors in a block.
2.3 Normalization

Due to lighting effects, gradient has a great range of changes, and it’s difficult to adapt to the changes for a classifier [6]. Therefore we need to normalize the eigenvectors. As the choice of norm has little effect on the results and the L2-norm has a fastest computing speed, we select L2-norm

$$ f = \frac{x}{\sqrt{||x||^2 + e^2}} $$

where $x=[x_1, \cdots, x_{36}]$ is not the normalized eigenvectors in the block. $e$ is a small constant. Then we can calculate the 36 dimension normalized eigenvectors in the block by formula (5), (6).

3 Foreground Segmentation

Each image for a particular objective is made up of a foreground and background. When detecting pedestrian, we can obtain the initial contour of an image through contour detector, and then we will discover the closed regions in the image by Oriented Watershed Transform and Ultrametric Contour Map, so as to separate foreground from background.

3.1 Extracting Initial Contour

The current contour detection technologies have many uses. This paper uses the GPB (Globalized Probability of Boundary) detectors to produce initial contour. GPB detector considers the features such as brightness, color, texture and gradient, where $gpb(x, y, \theta)$ is the probability of the pixel which is on the contour.

Thus, $mpb(x, y, \theta)$ is the possibility of the pixel which is on the edge. The formula is defined as follows:

$$ mpb(x, y, \theta) = \sum_s \sum_i \alpha_{i,s}G_{i,\sigma(s)}(x, y, \theta) (7) $$

In the formula, $\sigma$ is the radius of the circle which assumes $(x, y)$ as the centre. $s$ is the size of radius; $\theta$ is the angle of circle’s diameter. We take eight directions during $(0, \pi)$; $i$ is the feature channels of brightness, color, texture and gradient; $\alpha$ is the weight; $G_{i,\sigma(s)}(x, y, \theta)$ is the histogram difference under the $i$ feature channel. The circle whose centre is $(x, y)$, radius is $s$ divided into two parts by the diameter whose angle is $\theta$, each part can generate a histogram by statistics the feature of $i$, the histogram difference is $G_{i,\sigma(s)}(x, y, \theta)$.

For example the circle whose centre is $(x, y)$, radius is 5 is divided into two parts by the diameter whose angle is 90°. Each part can generate a histogram by statistics featuring colors. $G_{i,\sigma(s)}(x, y, \theta)$ is the difference of the two parts. Large difference indicates this pixel has a high probability that it is on the contour. Similarity computation based on $(x, y)$ is shown in Fig. 1. Note that Fig. 1 (a) shows the circles are divided into two parts by the diameter whose angle is $\pi/2$. Fig. 1 (b) shows the Statistical value of A and B parts.

In order to reflect the global information, we built a matrix $W$ [6], and construct a symmetric matrix $D$, $D_{ii} = \sum_j W_{ij}$. By solving $(D - W)v = \lambda Dv$, we obtain $n$ minimum eigenvalues. We
can then calculate $n$ eigenvectors $\{v_1, \cdots, v_n\}$ [7]. We make the value of eigenvectors as the value of pixel which is in the image as big as the original image. Then we can calculate $spb_{v_k}(x, y, \theta)$ by GDD (Gaussian Directional Derivatives) transform, and sum the $n$ eigenvectors which have weight.

$$spb(x, y, \theta) = \sum_{k=1}^{n} \frac{1}{\sqrt{\lambda_k}} \cdot spb_{v_k}(x, y, \theta)$$  (8)

$mpb$ contains edge information, $spb$ extracts only the most salient curves in the image, $gpb$ represents the global information.

$$gpb(x, y, \theta) = mpb(x, y, \theta) + \gamma \cdot spb(x, y, \theta)$$  (9)

However, we obtained the contour which are not closed according to $gpb(x, y, \theta)$, and they can’t construct closed regions in the image.

3.2 Oriented Watershed Transform and Ultrametric Contour Map

In order to obtain the closed regions, we can get the initial contour by $gpb(x, y) = \max_\theta gpb(x, y, \theta)$. In the similar parts, we select the minimum $gpb(x, y)$ as basis points, and we take $p_0$ as the minimum $gpb(x, y)$. From $p_0$ in each region, we can generate closed regions by Watershed Transform. $k_0$ represents the corresponding arcs. Then we use the approximate straight line instead of arc $k_0$. If the distance from any point on the arc to the end point of the arc is longer than a fixed length, then we subdivide the arc from this point to the end of the arc [8].

We can get over-segmentation by Oriented Watershed Transform. Next, we can get closed regions in different hierarchy by merging the similar regions. The steps are as follows:

1. We select an arc $c$ from the arc $k_0$, and make weight $w(c)$ minimum;
2. Merge region A and region B which are divide by arc $c$;
3. Update data, $k_0 = k_0 - c$, the new region is the collection of region A and region B;
4. If the arc $k_0$ is empty, stop; otherwise, update weights $w(k_0)$ and repeat, as shown in Fig. 3.

Note that the Fig. 2 (a) shows the processes of merging the similar regions; In Fig. 2 (b), we selected 3 different images to specifically show the processes of Fig. 2 (a). According to the results of Fig. 2, we define all the regions which are over segmented as the first layer and defined the regions which are merged one time as the second layer, and so on. Finally we get an image
Fig. 2: Schematic diagram showing merging of similar regions which does not have similar regions, as shown in the last column of (d). So we get a region tree [9]. Leaves are the regions which are over segmented, and root is the image which has merged all the similar regions. Collecting all regions, we will get a bag of regions.

4 HOG Feature Extraction by Foreground Segmentation

As previously mentioned, we have got a bag of regions which contains a lot of closed regions. From each region, we can get an enclosing rectangle. Through these, we can separate the foreground from background in the image very well. At the time of training samples, we only need to frame the pedestrians with a 64×128 window in each image, as shown in Fig. 3.

Fig. 3: Framing the human and confirm the region in the box

And then we compare the enclosing rectangle of each region and the window. If this region is complete in the window, we keep it, or else we remove it. So we can get an image which only contains pedestrians. Fig. 4 indicates the processing results of part of the samples.

Thus we get a 64×128 image which only contains a pedestrian. In this image, we also define 16×16 pixels to a block, 8×8 pixels to a cell. From part II(a), each cell can generate 9 eigenvectors.
In order to get a full range of features, from the image’s horizontal and vertical, we build a block with interval of 8 pixels as shown in Fig. 5.

By formula (10), we calculate the eigenvectors of that pedestrian image.

\[
\text{sum} = 36 \times \left( \frac{\text{width}}{\text{step}} - 1 \right) \times \left( \frac{\text{height}}{\text{step}} - 1 \right)
\]  

(10)

The eigenvectors’ dimension of that pedestrian image is 3780. Sum is the dimension of eigenvectors, width is the image’s width, height is the image’s height, and step is the interval. For negative samples, we selected samples of non-pedestrian, including motor vehicles, bicycles, cups and so on. We also separated foreground from background, and calculated the image’s HOG which is without background. Then we got the 3780 dimension eigenvectors and send them to the SVM for classification.
5 Experimental Procedure and Results

In order to verify the validity of this research method, we wrote a computer program in the matlab environment on the linux platform and did a large number of experiments. We trained the samples which are in the INRIAPerson detection sample library in order to compare with other algorithms. For the test images which need to test pedestrian through foreground segmentation, we can obtain all the regions of the entire image, as well as the upper-left coordinate and lower-right coordinate of each region’s enclosing rectangle.

First of all, we built an image which is 64x128 pixel, each pixel’s gray scale values of the image for r, g, b channels are 255.

When a pedestrian is detected, we select a window whose size is 64x128. When we detect an image, the window begins to make horizontal and vertical movement from the upper-left corner. In order to avoid missing the pedestrian or if the number of detections are excessive which will affect the speed of the calculation, we select the 3 pixels. In each window, by comparing the window’s coordinates and the enclosing rectangle’s coordinates of each region, we can determine which region is in this window. For a region which is complete in this window, we make grayscale value of the pixel in the image which we build equal to the grayscale value of the corresponding position’s pixel in this region. If the total region of the human body is in the window, then the new image only contains a human. And then we can get the HOG of this new image, and compare it to the data which has been trained. We can then locate the human.

Since the impact of complex background has been removed, it improves detection accuracy, provides guarantee for follow-up target recognition. Fig. 6 shows a part of the test results. The accuracy rate, miss rate and false rate of the traditional algorithms (SIFT, PCA, and HOG) and our method in the area of pedestrian detection are listed in Table 1.

![Fig. 6: The effect of human detection](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SIFT</th>
<th>PCA</th>
<th>HOG</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy rate</td>
<td>0.76</td>
<td>0.83</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>Miss rate</td>
<td>0.63</td>
<td>0.58</td>
<td>0.54</td>
<td>0.49</td>
</tr>
<tr>
<td>False rate</td>
<td>0.24</td>
<td>0.17</td>
<td>0.09</td>
<td>0.07</td>
</tr>
</tbody>
</table>
6 Conclusion

This paper focuses on the impact of complex background on image detection accuracy, drawing on the method of HOG feature extraction and SVM classification techniques, which are now widely applied in human detection. We use the foreground segmentation technology to remove the impact of complex background for image detection accuracy. The experimental results show that the method highlights the human edge gradient feature. Compared with traditional detection methods, the proposed method has better detection rates.
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